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Plan
* Recap : Private Aggregation Logistics
* Privacy problems * AWS out now

due Nov 13 @ Spm
* DP Defn

* Granite visit on

* Laplace Mechanism Wednesday
* Issues in practice
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Recap : Private Aggregation
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↳ Covers surprisingly many applications
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Provided that 31 server is honest
,

Servers learn fix: and
"

nothing else
"

↳ when
you are worried about clients corrupting

red data, to output
can use Zk proof on secret-sha here
diet pro

- thet its value satisfies a
"

validity pedicure
"

e.g . C- So, ', . 103
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↳ Correctness only holds if both servers are honest
.
. .



Differential Privacy
In the private - aggregation system we just say
as long as 31 server honest

,
servers

"

learn

nothing more
" then sum of clients ' inputs .

Q : Do the servers still
learn too much ?

Example : Use private -ag system for private survey
of MIT 1st -

yrs
"

Have you ever broken Cov;D rules ?
"

n students
, inputs x; . .. , xn

c- 1913

output ÷2xi = n
[
There's only one possible choice of
inputs that explains this output !

Output reveals all inputs !

What happened ? Something went
wrong here .

But system worked
as intended

.



A more realistic example . . .

Private agg system used every day to answer

MIT Survey Q
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↳ Under reasonable assumption about stability
of data

,
servers for anyone who sees

output ) learns one client's private value .

Again , something seems wrong .
. .

But what ?



Another example : US. Census

"

Best possible privacy
"

(assuming you
trust the Census

Bureau)

y Census
Aggregateta f statistics

①
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(E.g . from Michael Hanes talk on DP in census)

Public Data Census Data

Name Age Zip Ase Zip # children

. --
32 02139 ← 32 02139

-

On its own
,
the census data isn't problematic, but

when combined with other data (site info ) it is .



Another Example : AOL Data Set

In Aug 2006, AOL published a data set

of search queries

ID Query

9243 Cheese store Somerville

9243 Bike trails near somite

9243 Private information retrieval

9243 ? ? ?

→ Stripping names meaningless . . .
in many tall?)

caus it is trivial to identify a person

from their search queries .



In each of these cases
,
a protocol or

system or person published some data

that was " harmful " to privacy .

e.gthpc
Cryptographic protocols typically focus on

' '

the HOW "
- once you

decide which fn

you want to publish , how do you do

this without leaking anything else or trusting
a central seven or . - - -

Differential privacy focus on

"

the WHAT.
"

What fns of private data are safe to

output ?
↳ Irrespective of how we accomplish this:B



Analogy Grom Omar Reingold)

÷@•momatmEFdI÷Fw
MPC is the mechanism (the car)
"

Hog do n parties compute function FG ; . .> Xv)
their private data while "

leaking
nothing else ? "

D. P
. is about the goal (the destination)
" Is fl . ) a safe fu to compute?

"



Q : How would you reason about which
-5ns of private data are safe to relay?

A definition ?



Two parts to the study of DP
(You'll often hear these conflated lconfuod)

1
. Definitions

* Very robust principled way
to capture badness or leakage
as the result of renewing fins
of private data .

↳ Almost obvious in
'

retrospect (in the best way)

2
.

Mechanisms

* Technical means to construct systems
thot publish data while respecting
DP deaf's

.

(See Durk - Roth Book for lots of
useful background and advanced tools

.)



The Bad News

With much of crypto, we have our cake

and eat it too
. . . not so

here
.

More More

utility privacy

There is an explicit trade -off .
. .

Can max out
both at the same time

.

Privacy parameter E captures this trad- off.



Idea of D? Defn

REAL IDEAL

¥'
gig
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if if
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ta ta

Your data not included

Would like that
. . .

in census results

{ in men } - f in IDEAL}

In DP
.

these worlds are
"

similar
" but

NIT cryptographically indistinguishable . (in some sense)
.

↳If they were
,
no point contributing your

data at all 't



formalism
(Dwork

, McSherry
, Nissgjmgsgith

Mechanism M : X
"

→Y
n- row DB output

G.g .

1- 10,13 and it outputs sum of values)
in 1

Two DBS D
,
D
'

one neighboring if they
differ in at most one row

.

Mechanism satisfies e - DP if V. pairs
of "

neighboring databases
"

D
,
D
'

and

every set of values SSY
,

Pg[ MCD) c- s] see . I?[MID ') .es] .

Typically, take G- small constant . (0.1, I
,
s)

C l l S

⇐ o {=D

(Perfect
,

(No privacy)
privacy



Intuition about Def're

Say that Sone outputs of mechanism are bad
for you leg . grad student shard .

If bad output
was going to happen up . Sp if you don't

participate, then participating incenses chance of
bad went to sp.es .
⇒ When E > 10

,
the guarantees startto really break down .

DP is a strong notion of privacy
:

* for all pairs of DBS (worst case)-
M mechanism can fail to*

no computational limits satisfy DR b/c there
exists a Singh non- realistic

* no small chance of failure . . .

-

pair of DBS the

give very diff outputs

Robust ?

If M is s- DP
,
Fom is C - DP

↳ Post processing
If M

,
is E

.

- DP
,
Ms is Cs - DP, → Composition

(th , 11ms) is (E .
+ E
. ) - DP .

If DB, differ a't k rows & M isDP
,

outputs on disteig DBS one ke - DP
→ group privacy



Sanity Check : Mechanism that Outputs
sum is not DP for ca - ?

Take %:{¥3 : ; ? } is neighboring
5- fo )

Pr[M(D) c. 5) see - Pr ( MID' ) es]
- -O
1

⇒ Cannot satisfy D.P
.

with this mechanism
.
✓



Laplace Mechanism
. . . 98% of DP

you
will encounter

A way to output any fn f : X
"

→ Y with D.P.

For simplicity , say flx , ,
-

→
Xn) =i&Xi

9
Xie lo, B

Laplace Mechanism for sum

Ula
, .
. .

,
xn) = xi

t Lapllle)
-

Good! Now can satisfy
noise

E- DP mean : O
↳
surprise

that it" SAT at all
variance : 2/82

Body : Noisy answer
↳ ( Kc) PDF: Ie- E- M

-
-
- expect error EYE .

"

Heavy tailed distribution "

↳ Noise is inherent (see sum example)
As E→ O

,
noise → BIG



When reading about apps of DR
.

the two questions you should ask are :

1) What is e ? Over time ?

2) What are
'
' neighboring

"

DBS
in this setting ?
(e.g , cell phone data)

calls vs # s vs uses.

3) Local or central ?
↳More about use than deft



Central Motel (Think : U.S. Census)

Census
+ Is Bureau Results
N O
→ DP

oty sn→F
th

Prg: 1- Easy to implement (?)
+ Fern changes to existing processes

Coy: - Census sees all of your data
↳ No privacy wit . Census

O
th Tg ML Motel

¥ - it
o )
t
n



Difficulties using DP in practice

→ As you
release more statistics

, effective
E.→ BIG (sums up ). Very quickly ,
the privacy guarantee becomes vacuous.

↳
No good way to

"

reset
"

privacy budget

→ Non - sons:D outputs .
E.

g .
in census

,

cities w/ negative population .
→ Data consistency

: Need marginals to add up , etc.

→ Analyzing complex mechanisms (e.g .
ML training)

is very difficult.

→ What is the right value of E ?

Take away
:

DP is one powerful and important Jeff of privacy .It doesn't solve all of our problems .
It doesn't always perfectly capture true privacy leakage-
But it is the best we have so for .


