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Multiportycomputation
As far as I know , this idea goes back to
Yao ( 1986) . . .
↳ Presented idea i- conf talk , but not in paper
Historical aside : Yao is a legendary computer scientist
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Billionaires
'

Yao's
"

millions problem
"

( 1986)

somewhere on a yacht in French polynesia . . ..

- Each player i has private input x ; c- So, Be
- Public function f : [0,13 ex 90,13L→ 10,13

Mark(Xmark) Oprah ( Xoprah)

-

0=0-
I

§(xmauu , Xoprah) 5-Gwan ! Xoprah )

Intuitively , both parties learn f-Amara , Apron),
but they learn "nothing else

"

about the other's input2-

(
as always , devil is i- the details



Yao
,Multipautycompututim.Generac.nu . . . .

Parties Pi
,
. - - -

,
Pn

Each party Pi has a secret input x , c- Eo, 'T
e e

A public function f : ( 0,1 ) x - - - x (0,1 ) → 90,13
-
n times

a

foal ' Jointly compute f-(x ,
,
. .

. ,Xn ) while leaking
nothing

"
to other parties about input.

⑧

A few things to notice :

- Easy to extend to
many - bit output

(Black - box : run many times in parallel)
- Each party can get private output
f-Cx .

,
xn ) → (y, . . . . . , yn )

n

f-(Hyre) , . . . . . (xn , rn) )→ (y ,tr , , . . . .

,
Xntrn )

9 t 9
Private random blinding One- time pod

valves encryption



Mpcispowerfullgereral

PIR : Client Ci ) ÷→ Saner IDB)
t t
DB . I 1-

+ Restriction on Coonan complexity .
f- ( i

,
DB) {output ith bit of DB}

Proofs : O - O
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N- pig factors of N
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Relevant today : Exposure notification apps-
(dramatically simplified !)

37528 I 11 ( ②

is
" "

D*
List of contacts
t

16284 Oct 6; s--op pm
56117 Oct 6 ; 6:04pm
37,528 Oct 7; 7:52am

i

There are serious problems with making this work
in practice (Bluetooth , incentives, etc ) but I
want to raise this example b/c it highlights both

strengths + weaknesses of MPC .

- Every phone has :

* a list of CID
, timestamp) pairs

* a timestamp (if any) of when they tested positive for Grid.

- Every hour
, every Phone wants to know :

"

Did I have contact with other phone
whose owner tasted positive within a time
window that would require me to quarantine ?

"

→ Learn
"

nothing else?



typesofmpc
You should remember : There are many types .
Things to specify '

- How many parties ?
↳ Two

,
three

, many ?
Interesting special cases for 2,3 .

- How many parties are adversarial ?
. . -
of n
< nlz

"

Byzantine ' setting
< 72

"

Honest majority
"

< n - l
"

Dishonest majority
"

- what type of misbehavior can adversary do ?

collate t try to learn something while*

still following the protocol ?
"

semi - honest
"

* arbitrarily deviate from the protocol
malicious

"

- When does the adversary corrupt the parties ?
* Before protocol begins ?

" static
"

* while protocol runs ?
"

adaptive
"

- what type of security do we want ?

* No assumptions
"

info theoretic "

* Crypto assumptions
"

computational
"

- Do we want any

"

fairness
"

guarantee?
*
" fair

"
: all parties get output at same time

*
"

see w/ abort
"

' adv may get output, ↳n parties dint



typesofupc
Not all combinations of these properties
are feasible .

C
- g .

fairness inquires an
honest majority (Cleve 1986)

Good things to know :

Computational security :

GMW protocol : n parities , Sn - l malicious

( (uses auth channels,

""
"

abort

Yao's Garbled Ckts : 2 parties , better constants

Info theoretic :
BGU

'

88
,
CCD

'

88

BGW protocol : n parties -48 malicious

(uses auth channels)( or E.
"
III.is



compkxityM-tr.es
* Computational costs for parties
* Communication (H bits exchanged)
* round complexity l# sequential rugs)

Problem : Most npc protocols are not so

concretely efficient .
↳ More when we see e.g . protocol .





Keytteaisimnlation
The Left of MPC uses (arguably) the most beautiful
idea in modern cryptography .

Using simulation to capture the item
of

"

learning nothing .

"

Idea : You have " learned nothing
' from an

interaction if you can write down a

transcript of your interaction w/o actually
interacting .
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In MPC context we want to capture the
idea of " learning nothing

"

except flx .
. . . . .

xn )

⇒ Adversary should be able to simulate
→ a

x
,
,
. .
!¥n) .

I the protocol given only

"

View
"

of a party in a protocol is

- input
- randomness
-

msgs sent (received .

Definition

comp .
An NPC protocol is a secure against semi. honest
advs if there exists an eff simulator Sim
sit

. for every subset Cefn) (e.g . lots %) and

every choice of inputs Xi
,
. -
- - in%÷%es÷nfefiml{Key idea : Input to

Simulator captures
what leaks to adv

.



Reatworld

O# → IT

¥:*.
5-Cx

, , . . -Ya )

in
Idea u

Sim (5343,1×3,143,54; ..,x.)) )
Views capture everything adv learns during protocol
execution

n simulate views ⇒
"

learns nothing
except fla , xn)

"





Definition gets more complicated
- in malicious model
- when ft ) is a stateful functionality
- when many instances of protocol
may run concurrently .

I-mportantsanitycheck.es?

When you see a
"

privacy - preserving protocol
"

ask yourself :

* what flavor of MPC is at work
(type of adv

, type of guarantee)
?

* what is the ideal functionality ft) computing ?

* If protocol leaks
"

nothing more than
Sfx . , . . . , xn)

"
is that good enough?

↳ Ew example .


